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Introduction
SAPatrol-3 is a client-server application. Its main purpose is to allow system administrators to monitor states of various systems (units) in linked sets of several systems (landscapes) physically residing in the same network segment or domain, placed geographically in the same place (e.g. in an organization), or linked logically. Such landscapes are based on SAP instances and complementary systems such as databases, FTP servers, and others. The application provides both fast actual and real-time information about the state of any system in the monitored landscape and the state of underlying network functions.
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The units are displayed as round shapes that can be of three colors depending on the state of each unit: Green (unit works properly), Blinking Red (unit has failed), Gray (unit check is deactivated).
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Server

The SAPatrol-3 server is used to monitor the required landscape. If necessary, you may configure two or more servers to monitor the same landscape and its units, though it is not recommended.

The server service works 24 hours a day acquiring the state of each registered unit periodically, sending alerts to the responsible persons and storing all system events in the Event Log.
Client

The SAPatrol-3 client application is used to read and display the information about any unit in the monitored landscape (only one landscape can be viewed at a time). The client gets this information from the server which it is currently connected. The SAPatrol-3 client can also be used to change the server settings, manage the list of units, and configure monitoring parameters of those units. 
Installation

The installation of SAPatrol-3 is described in a separate Installation Guide.
Landscapes
Landscapes are linked sets of systems physically residing in the same network segment/domain, placed geographically in the same place (e.g. in organization), or linked logically. Such landscapes are based on SAP instances and complementary systems such as databases, FTP servers, and others. 

Information about the existing servers/landscapes is stored in each client individually. The client application stores the last chosen server parameters and uses them to connect when the user starts the client application next time.

When the user switches to another server (or starts the client application), the client application loads a list of all units registered in this server and reads the unit state of all units along with the event log. After that, the client receives information about unit state changes only.
Example: one SAPatrol-3 Client, two Landscapes
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To begin working with landscapes, press Landscapes on the toolbar. 
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The system will open a dialog box where the following actions can be executed: 

· Connecting to an Existing Landscape
· Creating a New Landscape
· Editing an Existing Landscape
· Deleting an Existing Landscape
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Connecting to an Existing Landscape

To connect to any existing landscape (SAPatrol-3 server), follow these instructions:

1. Select the required landscape in the list.

2. Press Connect.

Creating a New Landscape

To create a new landscape, press New in the Landscapes dialog box and provide the following parameters in the dialog box:

· Title. Name of landscape.

· Server Host. Host name or IP address of the SAPatrol-3 server.

· Server Port. Port of the SAPatrol-3 server.
· Connection Timeout (sec.). This parameter is used to define the timeout (in seconds) for the client-server communication protocol (i.e. how long the client waits for answer from the server (and vice versa) before the application raises an error). In case communication channels are slow and unstable, increase the value of this parameter. The default value is 10 seconds.
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Editing an Existing Landscape

To edit an existing landscape, select the required landscape in the list and press Edit. Edit the required values in the dialog box and press OK.

Deleting an Existing Landscape

To delete any existing landscape, select the required landscape in the list and press Delete. Confirm or cancel the selected landscape deletion in the dialog box.
Main View
The SAPatrol-3 client is a user friendly interface that allows viewing and managing unit states and parameters in an easy and intuitive way.

The main window of the client application contains the following areas:

· On the top of the screen, there is a toolbar to access all required functions of the SAPatrol-3.
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These functions are:

· Register New System
· Edit Selected System
· Unregister Selected System
· Check System
· Icon View/Table View
· Program Settings
· Event Log
· Landscapes
· In the middle part of the screen, there is the main working area. It has a tabbed pane containing one tab per each available unit type. Most of the columns of each tab correspond to the current unit parameters (attributes):

· SAP System: Contains such data as SID (system ID), system number, unit description, IP address, Last OK (time of last successful check), Alarm Plan (list of alarm plan names) etc.

· Ping Device: Contains such data as unit description, IP address, Last OK, and Alarm Plan.

· Log Shipping: Contains such data as unit description, Last OK, Delta Time (the default value is 0 minutes), and Alarm Plan.

· FTP Server: Contains such data as unit description, IP address, Last OK, and Alarm Plan.

· Error Log: Contains such data as unit description, file name (full-qualified file name of the log that needs to be analyzed), Last OK, and Alarm Plan. 
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By clicking on the appropriate tab, the user can view a list of all registered units of the chosen type. The rows are shaded with one of three colors depending of the state of the unit: White/No shade (unit works properly), Red (unit has failed), Gray (unit check is deactivated).

· At the bottom of the screen, the user can find the current version number, copyright information, information about the total number of monitored units (total, inactive, down) on the current page, and a clock showing the current time. To view and manage units, the user can also use the context menu. The context menu appears by pressing the right mouse button on the required unit row. It contains the following items:

· Edit (you can double click, use right mouse button or press Enter either).

· Delete (you can also press Delete). 

· Activate/Deactivate.

· Check. Activates immediate check procedure for the unit.
· Show SAP System Info (for SAP units only). The user can view detailed information about any selected SAP system such as:

· Uptime of the system. Uptime is the difference between the current time and the last time when the unit connection test was successful.

Note: These statistics are affected by base connectivity monitoring.

· Number of users connected to the SAP system.

· Various system information (kernel version, operating system, database information, package level etc.). The displayed information depends on the version of the SAP system.

· Show Event Log. Opens the Event Log with information for the selected unit.
· Sort Alphabetically. Sort units in window by their descriptions (by SID for SAP Systems)
Icon View/Table View
The units of each tab can be displayed either as a list of units or as lines of round shapes. With the switch button “Table View / Icon View”, the user can choose the required view.
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The user can choose one of the following views:

· Icon View. The units are displayed as round shapes filled with one of three colors depending on the state of the unit: Green (unit works properly), Blinking Red (unit has failed), Gray (unit checking is deactivated).
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In addition, the icon view has two modes: The normal icon view and LED icon view. In LED icon view, the icons and fonts are much smaller than in the normal icon view resulting in a better overview over all the units (use “Program Settings” to change the modes).
· Table View. The units are displayed in a table form. Each row of the table corresponds to a particular unit. The rows are shaded with according to the state of the unit: White/No shade (unit works properly), Red (unit has failed), Gray (unit checking is deactivated).

Program Settings 
To set system parameters such as monitoring parameters, messages parameters, connection parameters, and alarm parameters, press Program Settings on the toolbar. 
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The system will display the Program Settings dialog box, containing four tabs, where the Monitoring tab is default. 

Monitoring Settings 

Monitoring parameters allow the user to define the common appearance and basic settings for each type of units. 
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The Monitoring tab allows defining of the following parameters:

· SAPatrol-3 Instance ID. This parameter is an identifier for each SAPatrol-3 server and is necessary to distinguish from which SAPatrol-3 server particular SMS/E-Mails were sent. This ID is shown in the subject field of E-Mails and in the body of SMS messages.
· Display. Check this box, if this type of unit has to be displayed in the SAPatrol-3 client application. This parameter is client-specific (does not related to the background functionality) and is stored locally in each client application.
· Active. Check this box, if this type of unit has to be monitored. Uncheck this checkbox to deactivate the checking of all units of this type. In this case, the SAPatrol-3 server does not perform the checking of this unit type.

· Status Check Interval (SCI). This is one of the parameters of the Checking and Alarming Scheme. The SAPatrol-3 server uses this interval setting (divided by the number of units) to run individual checking threads (one thread for each unit) one by one. 
Note: This parameter is global for each unit type except Error Logs.
· LED Icon View. The icon view of units has two modes: normal or LED icon view. The LED icon view means smaller size of icons and font. Check this box, if you have a landscape with many units. 
· Minimize Window to Tray. Check this box to minimize the client window into tray. If there are no units in Down state, then the icon is the same as in normal SAPatrol-3 client window. If there are units in Down state, then the icon is blinking red. By clicking on the tray icon, the client application window is restored, and the icon itself disappears from the tray.
Daily Status Message Settings
The system informs responsible persons about the state of the monitored landscape. There are two types of daily status messages:

· OK Messages. They are sent in the case that all units in the landscape work properly. The purpose of the OK message is to inform the administrators that the SAPatrol-3 server is running properly (positive message).

· Daily Status Messages with the information about the number of units that are down with the list of units SID/Names/IP and short description about the failure reason.
Select the Daily Status Messages tab to configure daily status messages. 
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The Daily Status Messages tab allows setting the following parameters:
· Days. Select the required weekdays and set the time for sending the status message.
· Alarm Receivers. Alarm receivers are the responsible persons to be notified. There are the following types of receivers in the system:
· SMS numbers  (multiple row box), separated by “;”

· E-Mails accounts (multiple row box), separated by “;”

· Command line (multiple row box)

For each type of receiver, there is a button to test the sending function or to try some command execution.
Connection Settings
Connection settings are necessary to send E-Mails (for daily messages and alarms) and SMS via SMTP gateway.
Select the Connections tab to provide the connection parameters for E-Mails and SMS. Though, as far as they can reside on several gates, it is strongly recommended to separate the parameters.
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The Connections tab allows setting of the following parameters:
· SMTP Server. Host name or IP address of the SMTP server.
· Sender. Name and E-Mail address of the sender (for example SAPatrol_Server@mycompany.com).
· Account. SMTP account. This parameter is required if SMTP authentication is used on the mail server.
· Password. SMTP account’s password. This parameter is required if SMTP authentication is used on the mail server.
· SMTP Port. The default value is 25.
Show Connected SAPatrol Clients. Click here to view a list of SAPatrol-3 clients connected to the current SAPatrol-3 server (with information about the clients, such as IP address, date and time of connection and session length). The system displays the SAPatrol-3 clients dialog box with the requested info.
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Alarm Plan Settings

Select the Alarm Plans tab to set up common templates for monitoring rules and the rules of notification for the Responsible Person about unit failures. Note: For details, see also chapter Checking and Alarming Scheme
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The Alarm Plans tab shows the following parameters:
· Alarm Plan. The user can view, edit, delete or add alarm plans. Press the appropriate button and type in a descriptive name of the alarm plan in the dialog box.

· Alarm Resend Time. At this time, all open alarms are resent both for step1 and step 2. It is used as a reminder alarm. If the ART (alarm resend time) is in an alarm sending cycle (defined by ASD, MAC, and DFA), then this reminder alarm defined by ART is ignored.
· Day Intervals. Each alarm plan consists of one or more time intervals. The user may add new intervals and remove any of the existing intervals. Each interval is defined by “from” and “end” points (in the format “weekday, time (hh:mm)”). When several intervals are set, the system treats them as an aggregation (the logical rule “OR” is applied to them).
For each alarm plan, it is possible to define two sets of receivers of alarm message and the following alarm sending rules (2 steps):

· Alarm Sending Delay (ASD). Delay in seconds after the system fail detect event (SFD) and before the first alarm.

· Delay for Alarms (DFA). Delay in seconds between sequential alarms.

· Maximum Alert Count (MAC). Maximum number of sequential alarms.

· SMS Number(s). SMS receivers.
· E-Mail Accounts. E-mail receivers.
· Command Line.
Note: If the user presses the Check button or changes unit parameters, the alarm and check mechanism remains valid except the ANF (Allowed Number of Failed checks) that is ignored then.

SAP Systems
Monitoring SAP units is the main functionality of the SAPatrol-3 application. To monitor SAP units, use several check options each of those can be enabled or disabled (except base connectivity monitoring that is by default and cannot be turned off). If one of the enabled check options fails during the check, the entire unit is treated failed. 
The system allows performing the following SAP unit checks:
· Base connectivity. For performance reasons, the base connectivity is always called first. The acquired RFC connection is reused in all further check options (where it is necessary). The server maintains a single RFC connection to each SAP unit until the connection parameters are changed. To ensure the connection stays alive, the server calls simple and fast RFC functions (RFCPING).
· Java stack. To check the availability of the SAP system Java stack, the server performs a HTTP-request for a defined URL. If the response code is 200, then the check is successful.
· Free space monitoring. To acquire information, the server calls a system RFC on the current SAP unit. During this check, the server requests information about current free space on each drive for which the Threshold value is set not equal zero. After that, the server compares the obtained data with the Threshold value for this drive. In case the current free space is less than the Threshold, the unit has a failed check.
· Stress test. This test is used to check the response time of a Java or ABAP based web application and to monitor overall performance of the unit in a short “snapshot-like” test.
· Workload monitoring (dialog response time analysis). This function is used to analyze the dialog response time of SAP systems.
· Spool monitoring. This function is used to check for aborted print jobs during the last 24 hours.
· Aborted jobs monitoring. This function is used to detect aborted background jobs during the last 24 hours.
· XI monitoring. This function is used to monitor failed XI/PI messages that were processed by the XI/PI integration server during the last 24 hours.
New SAP System Registration

To register a new system, follow these instructions:

1. Select the SAP Systems tab and press Register New System on the toolbar (or use the right mouse button Add). 
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2. The system opens the New SAP System dialog box. 
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Check the Active box to activate the monitoring of the SAP system. 
In the Monitoring Configuration tab provide the required parameters of the unit:

· Common. Standard SAP system characteristics. Provide the following parameters:

Description. Name or brief description of the system.  

IP. Real IP address of the system or hostname (needs DNS server).

SAProuter-String. Connection parameter used in case SAP System is reachable via SAProuter. IP address and port number are marked with the prefixes '/H/' (for host) and '/S/' (for service). 
Example for a simple connection string with an application server's IP address (172.16.64.17) and portnumber (3200): 

/H/172.16.64.17/S/3200

Connection string with several SAP routers generally has the form <router 1><router 2>...<router n><destination>. The address for each router is specified by a simple connection string (with the router's host name and port number), optionally followed by '/P/' and the router password.
Example with two routers (gate.acme.com, port 3299, and gate.sap.com, port 3298), the first using a password (secret), for a connection to the application server iwdf8997.sap.com, port 3200):

/H/gate.acme.com/S/3299/P/secret/H/gate.sap.com/S/3298/H/iwdf8997.sap.com/S/3200

Message Server Host Name. 

Application Server Group.

SID. SAP System ID.

SAP System Number. Connection parameter for RFC communication.

Client. Client in SAP system.

User. SAP user in client with RFC authorization (e.g. SAPatrol).

Password. Password of SAP user.

The parameters described above are not only used for monitoring but also for all other functions, that require RFC communication with the monitored SAP systems.

· Java Stack. This function is used to check the availability of the SAP system Java stack. For this purpose, the server performs a HTTP-request for a defined URL. If the response has the value 200, then the check is successful. To check the Java stack, provide the following parameters:

Enable Java Stack Monitoring. Check this box to check the availability of the Java stack.

Use Default URL for Java Stack Checking. Check this box if you want the system to construct the URL itself. Uncheck this box if you want to define the URL manually.

· Free Space. This function is used to check if there is enough free space on the drive(s) when the SAP system is running. To check the free space, provide the following parameters:

Drive. Drive letter or logical path (filled in by the system).

Total. Drive total space (filled in by the system).

Free. Drive free space (filled in by the system).

Threshold. The user may type in either an absolute number of megabytes (numeric value) or the amount of free space in percent of the total space (numeric value ending with the “%” sign).

· Stress Test. This function is used to monitor the overall performance of the SAP Web Application Server in a short “snapshot-like” test. To perform this test, provide the following parameters:

URL for Stress Test. URL used by the Server addresses to test requests.

Number of Threads. Number of simultaneous request threads.

Max Response (sec.). The maximum expected response time in seconds. It means the difference between the time of execution of the last thread and the start of the check.

Warm Up Time (sec.). During this number of seconds the Server sends “Warm-up” requests. The value must not be greater than the Max Response parameter value. Such requests are not considered for estimation and are necessary if recompilation of BSP or JSP page (dynamically compiled pages) have to be carried out. After the “Warm Up Time”, the Server sends a real request that is taken into consideration for calculating the response time.

· Workload. This function is used to analyze the dialog response time of SAP systems. To perform this test, provide the following parameters:

Max Response Time (msec). Maximum allowed response time (in milliseconds) for dialog steps. The default value is 100msec.

Last Hours Count. The number of hours since present time the Server will use to calculate the average dialog response time. The default value is one hour and must not be greater than the value of the “Max Response Time” parameter. 
· Spool. This function is used to detect aborted print jobs during the last 24 hours. It uses the external interface to CCMS to look for the alerts inside the appropriate CCMS monitoring tree node (“Spool system”), under “Devices” sub node. It can be configured in the transaction “SPAD” (check the “Monitor using monitoring infrastructure” box). If there are any alerts in any of the print devices, this check will fail.

· Aborted Jobs. This function checks for the aborted background jobs during the last 24 hours. It uses the external interface to CCMS to look for the alerts in the appropriate CCMS monitoring tree node (“Background jobs”). The user must provide a list of job names, that should be monitored. If no job names are specified, no check will be performed. If there are any alerts in any of the specified jobs, this check will fail.

· XI. This function looks for the XI/PI messages with errors, that were processed by the XI/PI integration server during the last 24 hours. It detects messages with one of the following error states:

"System Error - Manual Restart Possible"

"System Error - Restart Not Possible"

"System Error - After Automatic Restart"

"Application Error - Manual Restart Possible"

"Application Error - Restart Not Possible"

"Application Error - After Automatic Restart”

3. Provide the required parameters on the Alarm Plan tab:

· Alarm Plan. Alarm plan for checked unit.
· Number of Retries. Retries executed by the system, when the unit check fails for the first time.  

· Delay for Retries. Delay in seconds between sequential retries.

· Failed Checks Allowed. Allowed number of failed checks.
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4. Press OK.

Editing Selected SAP System

To edit any of the existing SAP Systems, follow the instructions:

1. Select the required row on the SAP Systems tab and press on Edit Selected System on the toolbar. You can also double click the required SAP System name (or use the right mouse button).
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2. The system will open a dialog box with the same name as the selected SAP System.
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The form of SAP system editing is the same as the form of a new SAP System creation except the SAP System Info tab, where the user can get the current SAP System info.

Edit the required values on the Monitoring Configuration and Alarm Plan tabs. 

3. Press on OK.

Unregister Selected SAP System

To delete any of the existing SAP systems from the list, follow the instructions:

1. Select the required row on the SAP Systems tab and press on Unregister Selected System on the toolbar (or use the right mouse button). 

2. The system will open a dialog box, where you have to confirm or cancel selected SAP system deletion.

Checking Selected SAP System

This function is used to force the SAPatrol-3 server to check any selected unit without waiting next regular check step.

Select the required row on the SAP Systems tab and press on Check System on the toolbar (or use the right mouse button). 
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The system will process your request and check the selected SAP system. 
Ping Devices

This check allows testing the availability of any system or device by performing simple operating system ping command.

New Ping Device Registration

To register a new ping device, follow these instructions:

1. Select the Ping Devices tab and press Register New System on the toolbar (or use the right mouse button). 

[image: image23.png]QERODDO@D cmewsomesmisere [LTITLY
@ sap W Log Shipping| () FTP Servers| () Error Logs
open | B | umec st
Foder US01 (225201 7306208 152 vy B a
o — vy oo
e — vy do
e — T Everdor
i ro—— T o
e — Y ey
e ——TETE Fouryday
o — e vy dor
o — Errydo
Fi ——
Fr T—c T
e —
o — e
o m—E )
Goskor1031.1%1% vy do
e — R vy do
e — Every oy
e r—— )
o —E vy do
e —— TR vy do
[zt a

Ping Devices, 1 inactve 14:40.29





2. The system opens the New Ping Device dialog box. 
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Check the Active box to activate the checking of the device. On the Ping Device tab, provide the required parameters of the unit:

· Description. Name or brief description of the device. 

· IP. Real IP address of the device or the hostname.

· Timeout. Connection parameter (in seconds). It is strongly recommended to provide the “Timeout” parameter (in seconds). If the value returned by ping command is greater than the “Timeout” parameter value or device/system is not available at all, the check will fail.
3. Provide the required parameters on the Alarm Plan tab (see Step 3 of new SAP System registration).
4. Press on OK.

Editing Selected Ping Device

To edit any of the existing ping devices, follow these instructions:

1. Select the required row on the Ping Devices tab and press Edit Selected System on the toolbar. You can also double click the required ping device name (or use the right mouse button).
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2. The system opens a dialog box with the same name as the selected ping device. The form of ping device editing is the same as the one for new Ping Device creation. Edit the required values on the tabs. 

3. Press OK.

Unregister Selected Ping Device

To delete any of the existing ping devices from the list, follow these instructions:

1. Select the required row on the Ping Devices tab and press Unregister Selected System on the toolbar (or use the right mouse button). 
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2. The system opens a dialog box, where you have to confirm or cancel selected ping device deletion.

Log Shipping

This option allows monitoring of the status of the log shipping function of MS SQL servers. Log shipping is typically used, when a production DB has a (remote) hot standby DB. Changes in the production DB are periodically transferred and loaded into the hot standby DB to maintain a “live copy” of the production DB. 

This function works with MS SQL Server 2000 and MS SQL Server 2005. The SAPatrol-3 server automatically detects the version of MS SQL Server, because in the different versions of MS SQL Servers, the log shipping information is stored in different system tables and fields.

New Log Shipping Registration

To register new log shipping unit, follow these instructions:

1. Select the Log Shipping tab and press Register New System on the toolbar (or use the right mouse button). 
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2. The system opens the New Log Shipping dialog box. 
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Check the Active box to activate the monitoring of the log shipping unit. On the Log Shipping tab provide the required parameters of the unit:

· Description. Name or brief description of the log shipping unit. 

· IP. Real IP address of the server or hostname.

· User. Connection parameters (in the case of SQL authentication).

· Password. Connection parameters (in the case of SQL authentication).

· Delta Bias. The default value is 0 (in minutes). This parameter is necessary to adjust the delta time, if the MS SQL Servers and the SAPatrol-3 server are in different time zones.
The delta time is the number of minutes between last loaded backup file and the current time.

· Alarm Limit. The default value is 240 (in minutes). In the case the delta time is greater than the Alarm Limit value, the check fails.

3. Provide the required parameters on the Alarm Plan tab (see Step 3 of new SAP System registration).

4. Check the SSPI box to define, whether or not the SAPatrol-3 server must use windows authentication to connect to MS SQL Server. If the box is checked, then the User and Password parameters are not necessary. In this case, the SAPatrol-3 server uses the OS account, under which it is installed during setup. If the box is not checked, then the user must fill in the user and password fields of an account, which has enough privileges to connect to the MS SQL Server and read the log shipping system tables.

5. Press OK.

Editing Selected Log Shipping

To edit any of the existing log shipping units, follow these instructions:

1. Select the required row on the Log Shipping tab and press Edit Selected System on the toolbar. You can also double click the required item’s name (or use the right mouse button).
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2. The system opens a dialog box with the same as the selected log shipping unit. The form of the log shipping editing is the same as the one for a new Log Shipping creation.

Edit the required values on the tabs.
3. Press OK.

Unregister Selected Log Shipping

To delete any existing log shipping from the list, follow these instructions:

1. Select the required row on the Log Shipping tab and press Unregister Selected System on the toolbar (or use the right mouse button). 
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2. The system opens a dialog box where you have to confirm or cancel the selected log shipping deletion.

FTP Servers

FTP servers are checked for availability by trying to connect to them. Besides the common unit parameters (such as host name or IP address), the user must provide username and password (if necessary for a connection) and a timeout (in seconds). If the connection to the FTP server fails (due to incorrect credentials or a long timeout) then the check will fail.

New FTP Server Registration

To register a new FTP Server, follow these instructions:

1. Select the FTP Servers tab and press Register New System on the toolbar (or use the right mouse button). 
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2. The system opens the New FTP Server dialog box. 
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Check the Active box to activate the monitoring of the FTP server. On the FTP Servers tab, provide the required parameters of the unit:

· Description. Name or brief description of the FTP server. 

· IP. Real IP address of the FTP server or hostname.

· User. This parameter is used, if authorization is necessary to gain access to the FTP server.

· Password. This parameter is used, if authorization is necessary to gain access to the FTP server.
· Timeout (sec). Timeout (in seconds) for client-server communication protocol (i.e. how much time the FTP client must wait for an answer from the FTP server (and vice versa) before the SAPatrol-3 raises an error). The default value is 10 seconds. For slow and unstable communication channels, it is strongly recommended to increase this parameter value.

· Provide the required parameters on the Alarm Plan tab (see Step 3 of new SAP System registration).

3. Press OK.

Editing Selected FTP Server
To edit any of the existing FTP servers, follow these instructions:

1. Select the required row on the FTP Servers tab and press Edit Selected System on the toolbar. You can also double click the required FTP Server name (or use the right mouse button).
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2. The system opens a dialog box with the same name as the selected FTP server. The form of FTP server editing is the same as the one for a new FTP Server creation.

Edit the required values on the tabs. 

3. Press OK.

Unregister Selected FTP Server
To delete any of the existing FTP servers from the list, follow these instructions:

1. Select the required row on the FTP Servers tab and press Unregister Selected System on the toolbar (or use the right mouse button). 
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2. The system opens a dialog box, where you have to confirm or cancel selected FTP server deletion.

Error Logs

Error logs analysis allows checking of generic and MS SQL specific log files using different check options:

· MS SQL CHECKDB Analysis. In this case, the SAPatrol-3 application searches for the expression of the “<YYYY-MM-DD>*DBCC CHECKDB (<SID>)*found 0 errors and repaired 0 errors*” and analyzes its date part (<YYYY-MM-DD>). In case the minimum difference (expression CURRENT_DATE(time is reset to 00:00:00) - <YYYY-MM-DD>) in matched strings is greater than the “Allowed Number of Days for Last DB Checking (1 - 7 days)” parameter defined by the user OR if there is no such string at all, then the check will fail. In cases with plain and evaluated texts, the search string can be extended by using the “*” symbol, which is considered as any number of any symbol. Example:

The “0020156236“ pattern means exactly the “0020156236“ string.

The “*0020156236“ pattern means any string, that has “0020156236“ at the end.

The „0020156236*“ pattern means any string, that has “0020156236“ at the beginning.

The ”*0020156236*“ pattern means any string, that has “0020156236“ in any part of it.

· File must exist. The log file must exist or the system will detect an error.

· File must not exist. If this file exists, the system detects an error.

· Must contain plain text. The log file must contain some plain text defined by the user, or the system detects an error.

· Must contain evaluated text. The log file must contain a string defined by the user as Javascript (expression must be correct) or the system will detect an error. In this case, the expression is evaluated at first and the resulting string is searched in the file. This option is very flexible, but the user needs to have basic knowledge of the Javascript syntax. For more information about this syntax, the following source may be used: http://en.wikipedia.org/wiki/JavaScript_syntax.

New Error Log Registration

To register a new error log check, follow these instructions:

1. Select the Error Logs tab and press on Register New System on the toolbar (or use the right mouse button). 
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2. The system will open the New Error Log dialog box. 
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Check the Active box to activate this error log checking. On the Error Log tab provide the required parameters of the unit:

· Description. Name or brief description of the unit. 

· User. This parameter is used if, authorization is necessary to gain access to the log file.

· Password. This parameter is used, if authorization is necessary to gain access to the log file.

· SID. SAP System ID.

· Schedule. Error logs analysis has more complex rules for periodical checking (not just fixed intervals). To configure rules for checking error logs, the system supports a special scheduling mechanism.
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The user must choose one of the following schedule types: Single Execution (the check will be performed only once at a specified date and time) or Repeating Execution (the check will be performed periodically).

Depending on the period, the repeating execution schedule type divides into three subtypes:

· Execute every specified number of days (e.g. every 2 days in the active period).

· Execute every specified number of weeks on specified weekdays (e.g. every week on Monday and Friday). The week of the active period start date is considered as the first check (active) week.

· Execute every specified number of months. The month of the active period start date is considered as the first check (active) month. This subtype has two options: execute on specified weekday of the specified week of month (e.g. on the last week of every month on Sunday, or on the second week of every 2 months on Friday) or execute on specified day of month (e.g. every 1st day of every month).
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The Repeating Execution has the following common parameters to all its subtypes:

· Active Period. It defines the time interval with start and end date, when the schedule is active. The end date is optional.

The User can also choose the No End Date option. In this case the active Period is not limited.

· Daily Interval. This period is divided in two types: Execute once at a specified time and execute from start time to end time every specified number of minutes.

3. Provide the required parameters on the Check Options tab. On this tab, the user must also select the required log file, which needs to be analyzed.

4. Provide the required parameters on the Alarm Plan tab (see Step 3 of new SAP System registration).

5. Press on OK.

Editing Selected Error Log

To edit any of the existing error logs, follow the instructions:

1. Select the required row on the Error Logs tab and press Edit Selected System on the toolbar. You can also double click the required error log unit.
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2. The system will open a dialog box with the same name as the selected error log unit. The form of error log editing is the same as the form of a new Error Log creation.

Edit the required values on the tabs. 

3. Press on OK.

Unregister Selected Error Log

To delete any of the existing error log units from the list, follow these instructions:

1. Select the required row on the Error Logs tab and press on Unregister Selected System on the toolbar (or use the right mouse button). 

2. The system will open a dialog box, where you have to confirm or cancel selected error log deletion.
Event Log

This function allows the user viewing the history of events (results of units checking) and a history of the E-Mail messages and SMS sent.

The user may choose the required type of unit, as well as any particular unit of the chosen type. 

To view any unit’s event history, press Event Log on the toolbar (or use the right mouse button).
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The system opens the Event Log dialog box.
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Check the required option to use the Unit and select any system in the drop-down list.
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There are the following columns shown in the appeared dialog box:

· Message. It shows detailed information about unit state change, including failure details.

· Time. It shows date and time of status change.

· Status. ON/OFF.

History of E-Mail messages and sent SMS is presented in the following columns:

· Time. It shows date and time of message receiving.

· Receiver. It shows E-Mail address or SMS number.

· Message. It shows message content.

Also, the user can use the following features provided by the system:

· Clear unit’s event history. All event records regarding this unit will be cleared from the event table.

· Export unit’s event history in CSV format.

· Close the Event Log dialog box.
Checking and Alarming Scheme

SAPatrol-3 checking scheme involves several definitions:

Unit is a Monitored System (SAP System, Ping Device, FTP Server, Log Shipping, Error Log).
Unit State is an actual unit state. It can be Up or Down.

Unit Test is a test carried out for the single unit. The test checks for the Unit State. Depending on unit type it can include connection test, condition test or both. The result of Unit Test is Up if unit passes all the tests or Down if any of tests fails.

Check Procedure is one or several Unit Tests carried out for the single unit over a short period of time. If unit passes first Unit Test then the result of Check Procedure is Up and other Unit Tests are not performed during this Check Procedure. If unit fails Unit Test it will be retested in a specified short period of time called Delay for Retries. Unit will be retested over and over again until it passes the Unit Test, or exceeds number of retry attempts called Number of Retries (NOR). In the last case the result of Check Procedure is Down.

Alarm Actions are a group of actions that serves to inform the Responsible Person about unit Down state. Alarm Action includes execution of commands, mail and sms sending.

Alarming Scheme is a sequence of Alarm Actions (according to unit’s Alarm Plan) that signalize about the unit Down state to the Responsible Person. Alarming Scheme is active only when the unit is active and has the Down state.
SAP Systems, FTP Servers, Log Shipping and Ping Devices have one common check scheme. All units of the same type are checked periodically. The time interval between two successive Check Procedures carried out for the single unit is called Status Check Interval (SCI). If the unit passes Check Procedure it has an Up state. If the unit has Down state before Check Procedure then the Alarming Scheme is deactivated for this unit.

If the unit doesn’t pass the Check Procedure then the counter of failed checks for this unit is increased, but the unit state remains Up. When the counter of failed checks reaches the Allowed Number of Failed Checks without Alarm (ANF) then the unit state becomes Down and the System Failure Detect (SFD) event and Alarming Scheme are triggered.
Check Procedure for Error logs is performed according to unit’s own schedule. For Error logs the parameter ANF is always assumed equal to zero.

Alarming Scheme for the specific unit is triggered after System Failure Detect event if the unit has an assigned Alarm Plan. Alarming Scheme consists of three stages. The first stage of Alarming Scheme is to wait during Alarm Sending Delay (ASD), meanwhile the unit may pass the next Check Procedure and no alarm is needed. At the second stage that comes after the Alarm Sending Delay the alarming actions are executed periodically throughout the Delay for Alarms (DFA). Alarms Actions are executed not more than Maximum Alarm Count of times. According to Alarm Plan Unit may have two Alarm Steps with different Alarm Actions and different values of Alarm Sending Delay, Delay for Alarms and Maximum Alarm Count (MAC). As long as the unit has the Down state and assigned Alarm Plan the Alarm Actions will be executed every day at Alarm Resend Time (ART).

The following parameters are used in SAPatrol-3 alarming and checking scheme:
	Parameter
	Description

	Status Check Interval

Signature: SCI

Unit: seconds

Default value: 600
	This parameter defines the time interval between sequential Check Procedures for the each unit type.
SCI is defined individually for each unit type except Error Logs.

	Number of Retries

Signature: NOR
Unit: number

Default value: 5
	This parameter defines the maximum number of sequential Unit Tests during one Check Procedure.
NOR value is defined individually for each monitored system.

	Delay for Retries

Signature: DFR

Unit: seconds

Default value:2
	This parameter defines the delay in seconds between sequential Unit Tests during one Check Procedure.
DFR is defined individually for each unit.

	Allowed Number of Failed Checks without Alarm
Signature: ANF

Unit: number

Default value:1
	This parameter defines the maximum number of failed Check Procedures for the unit. After the last Check Procedure the unit status will become Down.
ANF is defined individually for each unit.

	System Fail Detect

Signature: SFD

Unit: event

Default value: true
	This event occurs when the number of failed Check Procedures for the unit reaches the ANF value.
SFD is raised individually for each unit.

	Alarm Sending Delay

Signature: ASD

Unit: seconds

Default value: 600
	This parameter defines the delay between SFD event and first Alarm Actions executed for the unit.

ASD is defined individually for each Alarm Plan.

	Delay for Alarms

Signature: DFA

Unit: seconds

Default value: 3600
	This parameter defines the delay between sequential Alarm Actions during Alarming Scheme for the unit.

DFA is defined individually for each alarm plan.

	Maximum Alarm Count

Signature: MAC

Unit: number

Default value:3
	This parameter defines the maximum number of Alarm Actions executed during single Alarm Scheme for the unit.
MAC is defined individually for each Alarm Plan.

	Alarm Resend Time

Signature: ART

Unit: time

Default value:23:00:00
	This parameter defines the time of every day when the Alarm Actions for the Alarm Scheme will be carried out.
ART is defined individually for each Alarm Plan.


Diagram of SAPatrol-3 checking and alarming scheme
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